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Introduction
• Education has transformed significantly, especially during 

and after the Covid pandemic, when students worldwide 
moved from traditional classroom learning to e-learning. 

• This shift has created a surge in online learning platforms 
like edX, Coursera, and others, making education more 
accessible and adaptable than ever before.



Challenge

However, having so many options creates a major challenge:

• Overwhelming number of online courses across platforms 
• Time-consuming search process 
• Difficulty matching courses to personal needs and goals 
• Risk of making poor course selections 
• Limited reliability of AI recommendations (like ChatGPT, Gemini, Claude) due to potential inaccuracies

Overwhelming Time Consuming Poor Selections Inaccurate & Hallucination



Solutions
What if we leverage the capabilities of LLMs to recommend courses from the 
relevant courses based on their similarity to a given query?

A smart course recommendation system using AI and course data can help students quickly find the right online 
courses that match their needs, saving time and providing reliable guidance for their learning journey.

Based on your interest in learning Python for data manipulation and analysis, 
especially as a beginner in programming, I have tailored three introductory 
courses that will help you build a strong foundation. Each course focuses on 
essential skills, including the use of libraries like Pandas, which is crucial for data 
science applications.
1. Fundamental Tools of Data Wrangling
….



Methodology
To build such a course recommendation system, we need to understand several key technologies that work together. 

• LangChain is an open-source framework that simplifies developing NLP 
applications using LLMs. 

• It connects LLMs to external data sources, enabling powerful tools like question-
answering chatbots through Retrieval-Augmented Generation (RAG).

Key elements of LangChain :

Vector Stores Prompt Templates Chains LLMs Agents



Methodology
What is Retrieval-Augmented Generation (RAG) ?

RAG is a system that looks at a large amount of data, finds the important pieces of 
content, and directs to a large language model as context

Credit:
https://writer.com/blog/retrieval-augmented-generation-rag/



Methodology
Below is our methodology for building our recommendation system. The overall pipeline process can be found in Fig. 1.

FIGURE 1. OVERALL PIPELINE OF THE COURSE RECOMMENDATION CHATBOT



Methodology
Data Collecting Process

Input:  Topics (list of course topics to scrape)

Output: CSV file containing course information

1: function ScrapeCourses(topics)

2:     webDriver ← InitializeWebDriver()

3:     allCourses ← empty list

4:      

5:     for each topic in topics do

6:        totalPages ← GetTotalPages(webDriver, topic)

7:          

8:        for pageNumber from 1 to totalPages do

9:          courseURLs ← GetCourseURLs(webDriver, topic, pageNumber)

10:   

11:         for each url in courseURLs do

12:              courseInfo ← ExtractCourseInfo(webDriver, url)

13:              allCourses.append(courseInfo)

14:         end for

15:         end for

16:     end for

17:     

18:     SaveToCSV(allCourses, "coursera_courses.csv")

19:     webDriver.close()

20: end function

FIGURE 2. WEB SCRAPING ALGORITHM FOR 
COURSE DATA EXTRACTION

• We used Selenium WebDriver for automated scraping of course information 
from edX and Coursera.

• Gathered course details such as: Titles, Descriptions, Subjects, Ratings, 
Difficulty levels, Institutions, Objectives, Syllabi, URLs, and Skills 
outcomes.

• We collected 16,223 courses from 40 different subjects which is an 
comprehensive amount and diverse subjects. 



Methodology
edX Courses Webpage



Methodology
Coursera Courses Webpage



Methodology
Text Embedding Process

• Sentence Transformers (SBERT) is a Python library that provides easy access to state-of-the-art text and image 
embedding models, with over 5,000 pre-trained models available on Hugging Face, including our chosen model all-
MiniLM-L6-v2. 

• The library enables various applications like semantic search and similarity scoring, while also allowing users to train 
or fine-tune custom models for specific use cases.

"The weather is lovely today."

"It's so sunny outside!”

"He drove to the stadium."

all-MiniLM-L6-v2

[1.91956814e-02, 1.20085381e-01, ….]

[-1.86903886e-02, 4.15186659e-02, …]

[1.36501998e-01, 8.22731331e-02, .…]

Similarity Matrix



Methodology
Text Embedding Process

• The system uses the "all-MiniLM-L6-v2" Sentence Transformer to convert both course information and user queries 
into 384-dimensional vector embeddings. 

• This shared vector space enables direct similarity comparisons to generate recommendations.

Credit: 
https://devocean.sk.com/blog/techBoardDe
tail.do?ID=165867&boardType=techBlog



Methodology
FAISS: Facebook AI Similarity Search

• FAISS (Facebook AI Similarity Search), a library developed by Facebook, is designed for measuring similarity and 
clustering of dense vectors, serving as the vector database in our RAG architecture to efficiently store and 
retrieve embedded course data. 

• By default, FAISS uses L2 (Euclidean) distance to measure vector similarity. It computes the L2 distances between 
the query vector and all database vectors and returns the vectors with the smallest distances (i.e., the most 
similar ones).

Output 5 relevent documents



Methodology
Prompt Template

• The recommendation system utilizes a structured prompt template that integrates retrieved course data, 
recommendation format, and chat history. 

• This template guides the language model to analyze queries and generate personalized course recommendations while 
maintaining conversational flow.



• Our recommendation system is powered by the GPT-4o-mini model for processing user queries and generating 
natural course recommendations. 

• ConversationSummaryBufferMemory maintains a condensed conversation history within a 1000-token limit to 
preserve context across interactions. 

• By combining current requests with summarized past interactions, the system delivers personalized course 
recommendations that align with the user's evolving interests and needs.

Large Language Model with Memory

GPT-4o-mini 

Methodology



Methodology
Streamlit Chatbot Interface 

https://academic-ally-course-recommendation-chatbot.streamlit.app/

https://academic-ally-course-recommendation-chatbot.streamlit.app/


This structured presentation allows users to 
quickly compare the courses and access more 
information with a single click on the provided 
links.
The chatbot's response was evaluated through :  

▪ Automated metrics 
▪ Human assessment

Evaluation Results



Automated Metrics
TABLE I. EXAMPLES OF GENERATED QUERIES

Query Category

I'm looking to enhance my leadership and organizational skills. Seeking 
courses in Business Management that cover strategic planning, team 
management, and operational efficiency.

Business Management

I want to learn programming from scratch. Looking for beginner courses in 
Python, Java, or C++. Programming

I need to strengthen my understanding of data structures for better coding 
practices. Seeking courses that cover arrays, linked lists, trees, and graphs. Data Structures

As an intermediate programmer, I'm looking to dive deep into machine 
learning for financial applications. Seeking advanced courses in Machine 
Learning and AI.

Machine Learning

I need to strengthen my statistical analysis skills for research. Seeking 
courses that cover probability, statistical inference, and regression 
analysis.

Statistics

I want to explore the laws of nature and physical phenomena. Seeking 
courses in Physics that cover mechanics, electromagnetism, and quantum 
physics.

Physics

Evaluation Metric Avg. Score

Query Relevance Score 0.77

Consistency Score 0.77

TABLE II. AUTOMATED EVALUATION METRICS

To evaluate our chatbot system's performance, we analyzed 71 diverse 
queries across various subject areas (examples shown in Table I). 

We measured two types of semantic alignment using cosine similarity:

• Query Relevance Score: Between queries and responses - to 
check if answers matched the questions

• Consistency Score: Between retrieved context and responses - to 
verify if answers aligned with the source material

The similarity score for each query-response pair was 
computed using the following (1). 

Evaluation Results



Human Assessment Matrix

A. Relevance of Response to Query

B. Ease of Understanding Response

C. Response Format's Enhancement of Readability

D. Accuracy of Course Recommendations

E. Helpfulness of Course Recommendation Explanation

We conducted a human evaluation of the chatbot's responses through a survey that involved 31 students from 
our graduate school.

Evaluation Results



Human Assessment Matrix

• These scores indicate that the chatbot performed well across most criteria. 

• The ease of understanding (comprehensibility) received the highest 
average score of 4.42, followed by relevance of responses at 4.39. 

• The readability enhancement through response format scored 4.26, while 
the helpfulness of explanations and accuracy of recommendations 
scored 4.19 and 4.10 respectively. 

• These results suggest that while the chatbot excels in delivering 
comprehensible and relevant responses, there might be room for 
improvement in the accuracy of its course recommendations. 

• Nevertheless, all criteria received scores above 4.0, indicating strong 
overall performance across all evaluated aspects. 

Evaluation Metric Avg. Score

Relevance of the chatbot’s response to the given query 4.39

Ease of understanding the chatbot's response 4.42

Enhancement of readability through response format 4.26

Accuracy of the course recommendations provided 4.10

Helpfulness of the explanation given for course 
recommendations 4.19

TABLE III. HUMAN EVALUATION RESULTS

Evaluation Results



▪ This study developed a course recommendation chatbot using GPT-4o-mini and LangChain, with key features 
including FAISS vector storage and RAG technology to provide personalized course recommendations from edX 
and Coursera data.

▪ The evaluation was two-pronged:

• Human evaluation showed strong performance (4.10-4.42/5.0) across relevance, comprehensibility, 
readability, accuracy, and explanation quality.

• Automated testing focused on context relevance and consistency, achieving a 0.77 similarity score.

▪ The project demonstrated the effectiveness of combining large language model with structured data retrieval for 
educational recommendations. 

▪ Future plans include exploring alternative vector stores (ChromeBD, Pinecone), enabling real-time updates, and 
developing a mobile application.
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Conclusion



Thank You



Q&A
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