
Assignment #1: 10 sign languages ​​representing 0 to 9

Model: VGG-16
Hyperparameter

Epoch 20 

Opimizer Adam

Loss Function Categorical Cross Entropy

Learning Rate 0.0001

Metrics Accuracy



Assignment #1: 10 sign languages ​​representing 0 to 9

Freeze all layers except the last 10 layers Freeze all layers except the last 5 layers

The level 1 has more params than level 2 fine-tuning



Assignment #1: 10 sign languages ​​representing 0 to 9

Model Comparation: freeze all layers except the last 5 layers vs last 10 layers

VS

• Testing loss: 0.1894 
• Testing accuracy: 0.9400

freeze all layers except the last 5 layers

• Testing loss: 0.0279
• Testing accuracy: 1.0000

freeze all layers except the last 10 layers

The level 1 (10 Layers) Fine Tuning is better than level 2 (5 layers) fine-tuning



Conclusion

• In the first project, which is centered around sign language classification, the VGG16 model was employed. Within this context, 
tuning Level 1 (freeze all layers except the last 10 layers) yielded better results than tuning Level 2 (freeze all layers except the 
last 5 layers). 

• Conversely, in the second project focusing on traffic sign classification, the VGG19 model was used, and here, tuning Level 2 
outperformed tuning Level 1.
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